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Abstract—Correct depth of anesthesia (DOA) assessment is a
serious and widespread medical problem and an active scientific
research topic. Anesthesia is known to alter the dynamics of
neural networks within the brain that ultimately results in
the impairment of pain perception. Nevertheless, linking the
composition and dosage of various anesthetics, to a target level
of anesthesia is not trivial. In this paper we explore the use of
microstates as a viable tool to discriminate between anesthesia
levels in intracranial recordings from mouse visual cortex. We
show such symbolic analysis is able to capture DOA specific
information in local field potentials (LFP). Microstates are
characterized by the appearance of set of prototypical maps of
activations over recording sites (electrodes) that define stereo-
typical patterns of activation in the recorded neural networks.
Although microstates have been defined and characterized in
electroencephalogram (EEG) data, our study shows for the first
time that microstates can be effective when considering LFPs
as well. We performed statistical analysis of average duration,
time coverage, and occurrence of the microstates in order to
differentiate between different DOA levels. By increasing the
number of microstates, the analysis is more insightful and it
is easier to discriminate between DOA levels.

Index Terms—LFP, microstates, anesthesia, mice

I. INTRODUCTION

General anesthesia procedure aims to ensure the comfort,
as well as the safety of the patients or subjects undergoing
otherwise painful medical or scientific procedures respec-
tively. In neuroscience and many other research areas, painful
procedures need to be performed under anesthesia for both
ethical and practical reasons. Thus, being able to achieve and
maintain an optimal dose of anesthetic during experiments is
very important [1]. Furthermore, a vital question is how the
anesthetics affect the neural system and what is their signature
imprinted in the neural signals.

During anesthesia a state of unconsciousness is induced
because the neural activity is altered in such a way that the
perception of pain and the formation of memories is impaired.
The prominent view is that local neural networks become
disconnected and information transmission is impaired [2]
during anesthesia, determining certain cortical functions to
enter a non-responsive state. Current practice, which uses EEG
to monitor DOA are still perfectible [3], [4] and designed for
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human and not for scientific applications. A too high dose of
anesthetic can cause permanent damage [5], while erring on
the light side can lead to an unwanted awareness which in turn
can cause long lasting trauma [1].

There are numerous attempts to show how the effects of
anesthetics are correlated with the brain’s electrical activity.
Most of these attempts have concentrated on clinical appli-
cations [6] such as zero crossing frequency, spectral edge,
wavelet analysis, high-order spectral analysis [7], symbolic
analysis [3] and the bispectral index [8], which is the most
successful and prevalent EEG DOA technique [4].

Besides the wealth of clinical work, the DOA basic research
field has sought to understand the mechanisms supporting
anesthesia with studies on a wide set of topics ranging from
the interactions between cells at network level [9] to the impact
of anesthetics on the molecular processes within the nervous
cell membrane [10]. Local field potentials (LFPs) probe the
neuronal circuits at the mesoscale and are a useful tool for
DOA. For instance, the LFP is modulated by anesthetics in rat
olfactory bulb [11], cat [12] and rabbit cortex [13], mouse [14],
and humans [15]. These studies show how diverse the effects
of anesthetics are, depending on the specific drug used and
nervous area under investigation, and and further motivate the
need for ancillary investigation investigation into anaesthesia.
Importantly, anesthesia affects how information is processed
[14], [15] in the cortex.

The decision of using LFP vs fMRI is justified by the type
of activity the two modalities reflect. FMRI is a measure of
the energy (oxygen) consumption of the neural tissue within a
given voxel. This is a slow and indirect (metabolic) measure
of neural activity with a spectral component up to 1Hz. The
advantages of FMRI is that it is a non-invasive technique and
that it probes the entire volume of the brain. By contrast,
the LFP is invasive, recorded with intracranial electrodes,
which involves surgery, but it is able to measure electrical
signals directly from the brain with a much higher temporal
and spatial precision but only in a small volume around the
electrodes. LFP signals have a frequency range of up to
300Hz typically, and directly reflect cognitive processes. With
respect to anesthesia evaluation, FMRI is slow missing all
the interesting and anesthesia related frequencies delta, theta,
alpha, beta and gamma, that are all above 1Hz. It also requires



long acquisition times and the equipment is extremely bulky.
For these reasons it is not a very practical approach to quantify
anesthesia.

Given the critical consequences of uncontrolled depth of
anesthesia and its effects on information processing, further
improvements are needed in the DOA allocation and monitor-
ing process in both clinical and research setups. To address this
concern, the solution we propose uses the neural activity by
seeking DOA sensitive changes in the LFPs of mouse visual
cortex under anesthesia. Here we use microstate analysis [16],
a technique developed initially for EEG, and show that it
reveals signal features specific to each level of anesthesia.

II. MATERIAL AND METHODS
A. LFP

The Local Field Potentials are the electrical potentials
reflecting the brain activity of a region up to a couple of mm
around the recording site, The signal is composed by the super-
position of multiple neural cells, as opposed to single spikes,
being an important means of investigation in neuroscience
research [17]. The LFP is composed of low frequencies, its
spectrum has components up to 300Hz, and because covers
multiple cells it is a more stable signal compared to spiking
activity [17].

Here, LFPs were recorded from the primary visual cortex
of a mouse using a Multichannel Systems amplifier fitted with
a 32 electrodes Neuronexus probe type A4x2-tet. Having four
shanks, this probe is able to sample a larger cortical surface
compared to a single-shank probe [9].

Animal experiments were carried out respecting directive
86/609/EEC of the European Communities Council from 24
November 1986, directives 2010/63/EU of the European Par-
liament and 2010/63/EU of the Council from 22 September
2019, and according to the guidelines of the Society for
Neuroscience, Romanian laws for the protection of animals,
and Romanian law 206/2004 on good conduct in scientific
research. Experiments were approved by the local ethics
committee (approval 3/CE/02.11.2018) and by the National
Sanitary-Veterinary (approval ANSVSA 147/04.12.2018). The
number of animals used was kept to a minimum.

B. Data acquisition

The LFP signal was recorded while the subject had been
kept under anesthesia. Different doses of isoflurane, a com-
monly used anesthetic in the surgery of mice, had been ad-
ministered in this experiment with the purpose of recording the
particular cortical responses for each state.The mice inhaled
the isoflurane through a specially tailored mask. Three DOA
levels were associated with three distinct concentrations of the
administered anesthetics: deep having 2% isoflurane, medium
with 1.75% and light with 1.5%.

The stimulation protocol consists of drifting gratings dis-
played on a screen placed in front of the animal. These
images include three different contrast levels and eight dif-
ferent orientations (vertical, horizontal and oblic lines moving
in directions perpendicular to the lines), resulting in a data

set consisting of 240 trials. Furthermore, the recording setup
and stimuli presentation were synchronized to ensure the
experiment was precisely controlled and that the DOA are
comparable. The images presented, were following the exact
same order and time periods, regardless of the anesthesia level,
reducing the stimulation variability.
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Fig. 1. Trial structure. The various trial periods and their respective durations
are shown

Each trial corresponds to a stimulus and is structured as
a succession of events: Trial start, Stimulus ON, Stimulus
OFF and Trial End (1 ). The time period corresponding to the
first segment (from Trial Start to Stimulus ON) is considered
spontaneous activity, while the signal recorded in the second
segment (from Stim ON and Stim OFF) is referred to as the
stimulus process. In total, a recording session with a given
DOA level has 240 trials.

C. Symbolic analysis - Microstates

Microstates are periods of quasi-stable states or patterns
recorded in the EEG and are believed to show the basic steps
in which the brain is processing information [18]. They were
translated into a mathematical model in [19] which says that,
for the average reference data, the microstate model can be
expressed as in Eq. 1.
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where:

V¢ is a vector of size Ng x 1, Ng being the number of
electrodes consisting of scalp measurements extracted at
a specific time t,

k is the normalized Ns x vector and represents the k-th
microstate and
akt is the intensity of the measurement at time t for
microstate k.

With this specific mathematical model in mind, algorithms
for microstate extraction and segmentation smoothing were
presented in [19]. Here we use the same model adapted for
the LFP data.

1) Microstates analysis steps: There are many steps in the
microstates analysis algorithms. The first step is Preprocessing,
which consists of reducing every value to its average reference.
That means subtracting from the actual value, the averaged one
at a given time t as seen in Eq. 2.
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